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Abstract

In this draft, we present our submission to the
VMT’20 English to Chinese translation task.
Unlike previous research that obtain visual and
textual representation separately, and use at-
tention to incorporate visual features into de-
coding, we propose to use a video-augmented
encoder to obtain a multimodal representation
for decoder. Experiments on VATEX dataset
show a large improvement (6.78 in BLEU-4)
over a strong baseline.

1 Introduction

Significant progress has been made in the field of
multimodal neural machine translation in recent
years, especially in image-guided machine transla-
tion (IMT). A similar task – video-guided machine
translation (VMT), however, receives much less
attention. The major challenge hindering progress
in VMT is the relative scarcity of datasets. Recent
efforts like How2 and VaTeX (Wang et al., 2019)
datasets have started to alleviate this bottleneck.

Research on IMT has explored many effective
methods to incorporate image information into the
neural machine translation (NMT) model, which
can be directly applied to VMT. However, most of
these studies are based on shallow fusion: where
they obtain visual and textual representation sep-
arately and fuse those representations at a certain
stage. Relatively less effort, however, has been
spent on learning a multimodal representation for
the translation model. In this draft, we present our
submission – DeepFuse, which fuses multimodal
representation at multiple layers using attention
mechanism. Our experiments show that such a
deep fusion approach has clear gains over the pre-
vious shallow fusion approach.

2 Related Work

This section presents a review of recent IMT meth-
ods. We categorize those methods into two types
according to the operation used, namely, simple
operation-based and attention-based.

Simple Operation-based Grounding Early
studies attempt to use simple operations to ground
visual information into language, such as concate-
nation, weighting, or initialize first hidden state
using the image representation. Elliott et al. (2015)
is the first attempt for neural IMT. They propose to
initialize the hidden states of the encoder and/or
decoder using pre-trained image features. Later
variants (Libovický and Helcl, 2017; Calixto
et al., 2016; Ma et al., 2017) also demonstrate
the effectiveness of this approach. In a similar
fashion, Huang et al. (2016) enrich source sentence
representation by appending or prepending the
visual representation to the embedded source
sequence. Calixto and Liu (2017) takes advantage
of previous research to combine source embedding
enrichment with encoder/decoder initialization.
Grönroos et al. (2018) explores methods to weight
output probability through a time-dependent visual
decoder gate.

Attention-based Grounding Inspired by previ-
ous success of visual attention in image caption-
ing (Xu et al., 2015), Caglayan et al. (2016) and
Calixto et al. (2016) propose to use decoder’s hid-
den state to select relevant visual features and gen-
erate a visual-aware representation for translation.
Follow-up studies extend the decoder-based visual
attention approach in different ways. Calixto et al.
(2017) re-scale the visual representation before fu-
sion. Libovický and Helcl (2017) introduces the
hierarchical attention to dynamically weight and
fuse representation of different modalities. More
recent studies are mostly based on transformer ar-
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Figure 1: Overview of our visual-augmented encoder.

chitectures (Arslan et al., 2018; Libovický et al.,
2018; Ive et al., 2019). However, the increasingly
complex neural network architectures only yield
progressively smaller gains over the previous state
of the art. In contrast to the decoder-based visual
attention, encoder-based approaches are relatively
less explored. To this end, Delbrouck and Dupont
(2017) propose to condition the mean and the vari-
ance of the batch normalisation layer on the source
sentence representation for fusion.

All those previous attempts on IMT, except (Del-
brouck and Dupont, 2017), can be categorized as
shallow fusion method, where they obtain visual
and textual features separately, and only fuse those
representations at the decoder. Inspired by the re-
cent success of multimodal representation learn-
ing (Lu et al., 2019), we propose to fuse different
modalities at multiple encoder layers to obtain a
multimodal representation for the decoder.

3 DeepFuse

In this section, we present the proposed DeepFuse
system, which contains a visual-augmented en-
coder and a standard transformer decoder.

3.1 Visual-augmented Encoder

An illustration of the proposed visual-augmented
encoder is shown in Figure 1. The encoder contains
L=6 identical layers, each of which includes three
sub-layers. The first sub-layer is a self-attention
module, followed by a position-wise feed-forward
network, and finally, a video-encoder attention
module. Residual connection (He et al., 2016) and
layer normalization (Ba et al., 2016) is applied
between sub-layers. That is, the output of each sub-
layer is LayerNorm(x+Sublayer(x)), where Sub-
layer(x) is the function implemented by the sub-
layer itself.

Given a sentence as a sequence of embedding
X = x1, x2, ..., xn and the paired video, we
first use a pretrained 3D convolutional neural net-
work (Carreira and Zisserman, 2017) to convert
the video into a sequence of segment-level features
E = e1, e2, ..., em. The encoder process the input
X and E as follows:

1.Self-attention The input X is first transformed
into query, key, and value vectors as Q,K, V , re-
spectively. We compute the output of the self-
attention module as:

MultiHead(Q,K, V ) =

Concat (head1, . . . ,headh)W
O (1)

where dk is the dimension of keys,

headi = Attention
(
QWQ

i ,KW
K
i , V W

V
i

)
(2)

and Attention(Q,K, V ) is the Scaled Dot-Product
Attention computed as follow:

Attention(Q,K, V ) = softmax

(
QKT

√
dk

)
V

(3)

2.Position-wise Feed-Forward After the self-
attention module, we apply a fully connected feed-
forward network as:

FFN(x) = max (0, xW1 + b1)W2 + b2 (4)

3.Video-encoder Attention Given the output of
the previous sub-layers as HL, we apply attention
mechanism to select video representation that is
relevant to the source sentence:

H = Attention
(
HL,KE ,VE

)
(5)



where KE ,VE are linear transformer of E. We
then compute a weighted sum of HL and H to
obtain the multimodal representation:

H = HL + λH (6)

where λ is position-wise scalar weight learned with
parameter Wλ and Uλ:

λ = sigmoid
(
WλH+UλH

L
)

(7)

Finally, the output is normalized as
LayerNorm(HL +H)

3.2 Decoder
The decoder is also composed of a stack of L=6
identical layers. We follow the design of the trans-
former to design our decoder.

4 Experiment

The VaTeX dataset is a bilingual collection of
video descriptions, built on a subset of 41,250
video clips from the action classification bench-
mark DeepMind Kinetics-600 (Kay et al., 2017).
VaTeX adds 10 Chinese and 10 English crowd-
sourced captions describing each video, half of
which are independent annotations, and the other
half Chinese–English parallel sentences. With low-
approval samples removed, the released version of
the dataset contains 206,345 translation pairs in to-
tal. We follow the official split to divide the dataset
into training (26k videos), validation (3k videos),
and private test splits (6k videos). All our analysis
is based on the publicly available validation set.

Experimental settings. We adopt the byte pair
encoding algorithm to encode the source sentence
and cap the size of English to 20,000. Each train-
ing batch contains 4000 tokens. We use Adam
optimizer with β1 = 0.9, β2 = 0.98 and τ = 10−9

and varied the learning rate according to:

lrate = d−0.5
model ·min

(
K−0.5,K ·N−1.5

)
(8)

where K is the current number of step and N=4000
is the number of warm-up steps. During training,
the value of label smoothing, the attention dropout,
and residual dropout are both set to 0.1.

Baselines. We consider the three following base-
lines: (1) lstm: Text-only LSTM-based encoder-
decoder NMT (2)vatex: The LSTM-based video-
guided machine translation system proposed in VA-
TEX (2) Transformer: standard text-only trans-
former architecture proposed by Vaswani et al.
(2017).

Model Valid Test
lstm - 26.85
vatex - 29.12
Transformer 34.55 -
DeepFuse 35.77 35.8

Table 1: BLEU-4 scores of the VMT’20 English to Chi-
nese translation.

4.1 Results
Results are shown in Tabel 1. Our method shows
a clear improvement over strong baseline VATEX.
We also observe a significant improvement over
text-only transformer, suggesting that the Deep-
Fuse can use visual information to improve the
translation. Since the server room in our depart-
ment in under renovation recently, we are not able
to do more ablation study or analysis at the mo-
ment. We will report more experiments and results
in the workshop presentation.

5 Conclusion

Although we observe an improvement from incor-
porating video information into a neural machine
translation system, the improvement is modest. The
largest differences in quality between the systems
we experimented with can be attributed to the qual-
ity of the underlying text-only NMT system. It
would be interesting future work to explore more
effective ways to fuse video and text representation
for translation task.
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